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• BEC is Business Email Compromise is a specific type of 
phishing attack.

• BEC emails are usually sent from trusted accounts that 
have been compromised by attackers, and the legitimate 
owners are often unaware of the attacks.

• Around 60% of BEC incidents don't contain any 
malicious links, which makes it even harder to identify 
by current email security defense.
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• Research Question:

• How can transformer-based models be employed to 
detect BEC attacks in plain text emails, and what factors 
aid in their identification?
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• Formulate the research hypothesis:

In a scenario where there is no explicit indicator that email is from an 
attacker, for example: BEC attacks, transformer machine learning based 
models can be used to classify messages from trustworthy sources and 

attackers accurately. 
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• Trec 2007: 50,199 phishing emails and 25,220 Reliable emails 
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BERT Model

• BERT stands for Bidirectional Encoder Representations from Transformers.

• BERT is a “large language model” that is trained on a very large amount of 
text.

• It is based on the Transformer architecture that we all share, and then fine-tune 
on any smaller dataset.

• Unlike traditional language models that process text in a sequential manner, 
BERT utilizes a bidirectional approach. 

• BERT has the ability to capture the context of words in a sentence, allowing it 
to better understand the meaning behind the text. 
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BiLSTM

• BiLSTM stands for Bidirectional Long Short-Term Memory
• It is an extension of the LSTM architecture that captures information from both past 

and future contexts in sequential data. 
• In a BiLSTM, the input sequence is fed into two separate LSTM layers: one 

processing the sequence in the forward direction and the other in the backward 
direction
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Experiments Step 4:

Evaluate the proposed model using traditional evaluation metrics. 
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Chapter 4

Result and Discussion

4.1 Result from Experiments

The table 4.1 summarized the results for this exploratory experiment.

Fraud mail Trec07
Model P R F1 P R F1
LogReg 0.987 0.987 0.987 0.982 0.982 0.982
Xgboost 0.988 0.988 0.988 0.985 0.985 0.985
BERT 0.998 0.998 0.998 0.986 0.986 0.986

TABLE 4.1: Spam classification weighted average F1 results.
(The best F1 score for each dataset is highlighted).

Figure 4.1 and 4.2 presents the wordclouds plots from the 300 most important words
to determine the class for the datasets fraud mail and trec07, respectively. The set of
words is extracted from the initial TF-idf model with the aid of univariate feature
selection using ANOVA and F1 as a score function.

4.2 Discussion of The finding

In the case of Fraud mail dataset (left side of table 4.1), we observe that Bert is the
overall best-performing alternative, obtaining 1% increase over the second best result.
Xgboost performed second on this dataset, however with a slight margin when
compared with the logistic regression model.

When evaluating the performance over the Trec07 dataset (right side of table 4.1), the
Bert model still performed the best, but only with a small improvement over the
Xgboost model, a relatively larger margin over the logistic regression one.



Experiments Step 5: 

Compare our results against current study:



Experiments Step 6  

Explore the factors that aid in the identification of malicious attacks as plain 
text format 
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98%, it is possible to obtain a relatively high improvement when the Bert method is
employed.
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Conclusion and Future Work:

• We proposed a novel approach for detecting Business Email Compromise 
(BEC) attacks using a Transformer Based model. 

• The effectiveness of Transformer models even when they only have access to 
written content, without additional information about sources, links or 
attachments.

• Our study highlights the importance of considering language and content 
factors in the detection of phishing attacks.

• Future research will test our proposed model to other datasets  and investigate 
the interpretability of the model’s decisions. 



Thank you!

Questions?


